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1 Introduction
We investigate the role of pragmatics in the communication of concepts at different levels of ab-
straction with an emergent communication paradigm using a reference game. Reference games,
where a speaker describes a target and a listener has to identify the correct target among a
set of distractors, are ideal to study referential expressions at different levels of abstraction
because they allow for systematic manipulation of the context (e.g., Degen et al., 2020; Franke
& Degen, 2016; Hawkins et al., 2018). More recently, this game setup has been adapted to
computational studies of emergent communication between deep neural-network agents (e.g.,
Lazaridou et al., 2017; Mu & Goodman, 2021; Ohmer et al., 2022). Such computational meth-
ods allow for rigorous manipulations, and for simulating language on various time scales from
evolution to situational use. They are therefore increasingly used to answer questions in the
field of pragmatics (e.g., Fang et al., 2022; Hu et al., 2022; White et al., 2020). Adding to
this work, we systematically study the influence of concept and context type on the choice of
referring expressions during emergent communication.

2 Methods
A speaker and a listener agent, modeled with neural networks, develop a communication system
while playing a concept-level reference game (see Figure 1). Other than in a classical reference
game, the speaker has to communicate not a single but multiple targets belonging to the same
concept (Mu & Goodman, 2021). The agents are trained via Reinforcement Learning and are
rewarded when the listener picks the correct target objects after having decoded a message
generated by the speaker. We train the agents on a novel symbolic dataset that disentangles
concept type, ranging from specific to generic, from context type, ranging from fine to coarse. The
most specific concept is defined by target objects where all attributes have a fixed value (e.g.,
‘blue circle’). Objects that define the most generic concept have only one fixed attribute (e.g.,
‘circle’). Distractors in a fine context share more attributes with the target concept, whereas
distractors in a coarser context condition share fewer attributes with the target concept. This
setup allows us to systematically study the role of the concept’s level of abstraction and of the
context granularity in the referential communication of concepts.

We implement three different games to investigate the agents’ communicative strategies,
and specifically whether they develop and use pragmatic behavior in the sense of context-based
pragmatics (Sedivy, 2003) or recursive pragmatic reasoning about communicative intentions
(Goodman & Frank, 2016; Grice, 1989). The basic setup involves context-aware speaker and
listener agents. They learn to communicate about concepts ranging from specific to generic
in all context conditions. By careful analysis of the emerging communication protocol, we
will gain insight into the communicative strategies used by the speakers driven by the game
setup. One key question is whether the agents learn to reason about the context when deciding
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on the referring expression’s appropriate level of abstraction. Another key question is whether
agents are able to use abstraction to generalize to previously unseen concepts. The second game
introduces external pressures. A cost on the message length has been employed in previous
studies to incentivize a least-effort pressure towards brevity, which might help the agents to
focus on communicating only what is relevant (e.g., Chaabouni et al., 2019). Again, the key
question is whether agents trained with an additional pressure develop the pragmatic behavior of
reasoning about the context. The third game implements speakers with a recursive pragmatic
reasoning module modeled with the Rational Speech Act (RSA) framework (Goodman &
Frank, 2016) as in Fang et al. (2022). They are trained as context-unaware literal agents, but
are able to make use of context information and recursive pragmatic reasoning at test time.
We compare the performance and generalization abilities of speakers in all three games to
the context-unaware literal agents as a baseline. This helps to identify which communicative
strategies are beneficial in communication about concepts by disentangling the role of context
information, utterance cost and recursive pragmatic reasoning.

3 Hypotheses and approach for analyzing the emergent com-
munication

We expect the speakers to use different (pragmatic) strategies depending on the game, as well as
the concept and context type. Possible strategies of the speakers are: 1) Only communicating
relevant information (implicit abstraction), 2) over- or underspecifying, 3) communicating all
information and then indicating what of it is relevant (explicit abstraction).

We formulate the following hypotheses mapping to the three games described above:

• Baseline: Context-unaware literal agents (L) have to communicate all relevant
attributes to be successful, thus may be overinformative (non-pragmatic baseline).

• H1: Context-aware literal agents (L-aware) can communicate fewer than all at-
tributes and let uncertainty be resolved by context (context-based pragmatics).

• H2: L-aware + utterance cost will further reduce overinformation because communi-
cating fewer attributes becomes beneficial (context-based pragmatics + implicit abstrac-
tion).

• H3: L + RSA will increase the agents’ performance through additional recursive rea-
soning of the speaker (reasoning about intentions).

In order to see whether our hypotheses hold, we need a thorough analysis of how the agents
communicate in all settings. First, we evaluate loss and accuracy on train and validation
datasets to measure the agents’ performance. Next, we test the agents’ generalization abilities
on previously unseen data. Whether literal and pragmatic agents are able to generalize to
more generic or to more specific concepts shows how well the agents match human abilities,
and whether this requires pragmatic reasoning. We also employ a number of metrics to assess
informativity of the generated messages (e.g., normalized mutual information), compositionality
of the emerging communication system (e.g., topographic similarity) and how the concepts are
represented in the agents’ hidden representations.

4 Results
Here, we present results for the first two planned simulations, the baseline context-unaware
literal agents and the context-aware literal agents. The agents have access to the target objects
(concept) in both settings, but only the context-aware trained agents also have access to the
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distractor objects (context). The datasets were implemented as described above and named by
the number of attributes (think ‘shape’, ‘color’, etc.) and values (think ‘square’, ‘circle’ etc.)
an object in this dataset can take (e.g., ‘D(3,4)’ means that objects have three attributes that
take four values each). We ran simulations for six datasets that span a range of three to five
attributes and four to 16 values. We report means and standard deviations from five simulations
per dataset and 300 training epochs.

First, we observe very high training and validation accuracies for all game settings and
datasets (mean validation accuracies > 96 for all datasets and both settings). This suggests
that the agents learn to successfully communicate about concepts on various levels of abstraction
and in various context conditions.

Second, we find compositional structure in the messages as indicated by relatively high to-
pographic similarity (topsim) scores for the baseline setting (topsim scores ranging from 0.287
(sd=0.04) for dataset D(3,16) to 0.539 (sd=0.02) for D(4,4); 1 indicates perfect compositional-
ity). In the context-aware setting, topsim scores are slightly lower (ranging from 0.185 (sd=0.01)
for D(3,16) to 0.463 (sd=0.05) for D(5,4)). This might be due to the fact that topsim scores
are calculated without taking the context conditions into account. Context-aware agents might
tailor their utterances more to the context which results in lower overall topsim scores.

Third, we look at entropy scores for both settings. We report normalized mutual information
(MI) which indicates how much information about the messages can be obtained by observing
the concepts and vice versa, i.e. whether there is a strong one-to-one correspondence between
messages and concepts. When agents were trained context-unaware, their messages have high
overall entropy scores (MI ranging from 0.911 (sd=0.019) for D(3,8) to 0.972 (sd=0.013) for
D(3,8)) without visible differences between the context conditions. This suggests that concepts
and messages tend to have a one-to-one mapping which does not change depending on context.
This might reflect the expected speaker’s strategy of communicating all relevant attributes and
thus being overinformative in coarse context conditions when being trained context-unaware.
When agents are trained context-aware, on the other hand, we observe that the entropy scores
differ more between context conditions (see Table 1). Specifically, we observe a pattern where
the coarser the context, the lower the MI and the finer the context, the higher the MI. This
reflects the intuition from above that agents might develop less one-to-one mappings between
messages and concepts in the coarse context conditions. The reason for this might be that in
coarse contexts, both more and less specific messages can be successful (e.g., “circle” can mean
‘red circle’, ‘blue circle’ etc.) because when less specific messages are used, the target concept can
still be disambiguated by the context. In fine contexts, on the other hand, the messages need to
contain more information on more specific levels of abstraction to be sufficiently discriminative
in the context which intuitively results in more one-to-one mappings (e.g., a more specific
utterance like “red circle” is only used for the more specific concept ‘red circle’). These results
are in line with previous work on how an emerging vocabulary depends on the contexts in which
the targets are presented. Hawkins et al. (2018) have found the same pattern in an artificial
language learning paradigm with human participants: The finer the context, the more one-to-
one mappings are established in an emerging language, and the coarser the context, the more
synonyms can be found.

In conclusion, the here presented models and analyses contribute to our understanding of
referential communication and the role of pragmatics in communicating concepts through a
systematic manipulation of communicative pressures. Our first results show that the speaker’s
access to the context shapes the emerging communication system reproducing a pattern that
was observed in humans. Although the differences we observe between the context-aware and
context-unaware settings are rather small, they do indicate that the mere presence of context
already drives its use in communication. We expect even more clear results from future sim-
ulations where we plan to incentivize the use of the context more and equip the agents with
recursive pragmatic reasoning abilities.
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Figure 1: Schematic illustration of the
concept-level reference game with the spe-
cific target concept “blue circle” (fixing
both shape and color attributes) and a fine
context condition (distractors share one at-
tribute, either shape or color, with the tar-
get concept). Note that the specific objects
that satisfy the concepts can differ between
agents.

Datasets 0 shared attributes 1 shared attribute 2 shared attributes 3 shared attributes 4 shared attributes
D(3,4) 0.903 0.932 0.969 - -
D(3,8) 0.916 0.921 0.928 - -
D(3,16) 0.822 0.820 0.817 - -
D(4,4) 0.921 0.932 0.945 0.965 -
D(4,8) 0.881 0.890 0.903 0.923 -
D(5,4) 0.861 0.883 0.907 0.927 0.949

Table 1: Normalized mutual information over context conditions ranging from coarse (0 shared attributes) to
fine (2-4 shared attributes depending on the dataset) when speakers are trained context-aware.
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